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ABSTRACT: Weather forecasting over complex terrain with diverse land cover is challenging. Utilizing the high-resolution
observations from New York State Mesonet (NYSM), we are able to evaluate the surface processes of the Weather
Research Forecast (WRF) Model in a detailed, scale-dependent manner. In the study, possible impacts of land–atmosphere
interaction on surface meteorology and boundary layer cloud development are investigated with different model resolutions,
land surface models (LSMs), and planetary boundary layer (PBL) physical parameterizations. The High-Resolution Rapid
Refresh, version 3 (HRRR), forecasting model is used as a reference for the sensitivity evaluation. Results show that over
complex terrain, the high-resolution simulations (1 km 3 60 vertical levels) generally perform better compared to low-
resolution (3 km 3 50 levels) in both surface meteorology and cloud fields. LSMs play a more important role in surface
meteorology compared to PBL schemes. The NoahMP land surface model exhibits daytime warmer and drier biases
compared to the Rapid Update Cycle (RUC) due to better prediction of the Bowen ratio in RUC. The PBL schemes would
affect the convective strength in the boundary layer. The Shin–Hong (SH) scale-aware scheme tends to produce the
strongest convective strength in the PBL, while the ACM2 PBL scheme rarely resolved convection even at 1-km resolution.
By considering the radiation effect of subgrid-scale (SGS) clouds, the Mellor–Yamada–Nakanishi–Niino eddy diffusivity
mass flux (MYNN-EDMF) predicted the highest cloud coverage and lowest surface solar radiation bias. The configuration
of SGS clouds in MYNN-EDMF would not only significantly reduce shortwave radiation bias, but also affect the convection
behaviors through land surface–cloud–radiation interaction.

KEYWORDS: Complex terrain; Boundary layer; Cumulus clouds; In situ atmospheric observations;
Short-range prediction; Model evaluation/performance

1. Introduction

Boundary layer clouds (BLCs) play an important role in ra-
diative forcing and modulation of near surface and mixed
layer thermodynamic properties (Stull 1988), the seasonal and
diurnal patterns of which also influence vegetation growth
(Freedman et al. 2001; Min 2005). Simulation of BLCs is
important for the forecasting of local weather and climate
(Bélair et al. 2004; Berg et al. 2013). Accurate prediction of
the diurnal cycle of BLCs will also result in the better short-
term forecast of solar radiation. The forecasting of fair-
weather cumulus fields is essential for the renewable energy
generation. With passage of cumulus clouds, the solar energy
produced by a photovoltaic (PV) site can drop as much as
70% from clear-sky value (Miller et al. 2017; Manning and
Baldick 2019). These rapid, high-amplitude fluctuations of
cumulus clouds have a significant impact on power generation
efficiency at both spatial and temporal scales (Perez et al. 2016).

New York State (NYS) features a unique complex terrain,
spanning a mix of mountains, lakes, rivers, coastal areas,
and major urban centers. Air flows over NYS are modified by
synoptic-scale advection process, gravity waves, and land–
atmosphere interactions. The mountains and valleys produce
mesoscale organized motions such as mountain–valley circula-
tion. The surface wind would also be affected by orographi-
cally induced microscale turbulent mixing. Additionally, the

heterogeneous land use consisting of lakes, coastal areas, and
the mosaic of forest and farmland further complicate the land
surface and atmosphere exchange processes, challenging the
model to capture the transition from one to the other. All
these characteristics provide a good testbed for understanding
the impact of complex terrain on BLCs development.

Through interaction with the large-scale flow, the land
surface coupled with planetary boundary layer (PBL) and
radiation influences the surface energy balance, vertical mo-
tion within the boundary layer, and entrainment at the top.
These physical processes are essential to cloud formation and
morphology, through the partitioning and transporting of
moisture and heat in the boundary layer. Consequently,
the combination of land surface models (LSMs) and PBL
schemes in the model is of critical importance in understand-
ing the coupling of land surface and atmosphere and in simu-
lation of boundary clouds (Bhowmick and Parker 2018;
Skamarock et al. 2008). Furthermore, the parameterization of
unresolved or subgrid-scale (SGS) clouds and their connec-
tion to SGS turbulence in a PBL scheme is critical to improve
the simulation of boundary layer cumulus cloud development
and surface radiation budget (Angevine et al. 2018; Olson
et al. 2019). Previous studies show that surface fluxes simulated
by different LSMs would result in changes in the cloud initia-
tion, convection strength, and precipitation intensity of bound-
ary layer clouds (Cutrim et al. 1995; Pielke et al. 1997; Trier
et al. 2004; Taylor and Ellis 2006; Taylor et al. 2007; Wang
et al. 2009; Garcia-Carreras et al. 2010; Guillod et al. 2014;Corresponding author: Qilong Min, qmin@albany.com
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Min et al. 2021). The impacts of different PBL schemes
have been studied on heavy rainfall (Efstathiou et al. 2013;
Schwitalla et al. 2020; Lv et al. 2020; Potvin et al. 2020), marine
stratocumulus clouds (Lamraoui et al. 2019), and convective
boundary layer features (Milovac et al. 2016). However, research
about coupling impact of LSMs and PBL schemes on boundary
layer clouds development over complex terrain is limited.

Over complex terrain, model resolutions strongly affect the
model simulation. The higher resolution, the better the model
represents land surface heterogeneity. Previous studies show
that with more accurate terrain representation in higher reso-
lutions, the model can improve simulations of surface 10-m
winds (Serafin and Zardi 2010; Schmidli et al. 2018), generate
better spatial distribution and temporal evolution of boundary
layer clouds (Langhans et al. 2012; Barthlott and Hoose 2015).
The higher model resolution also improves the formation of
rainbands and embedded convection (Cosma et al. 2002; Fuhrer
and Schär 2007; Kirshbaum 2011).

The motivation of this paper is to gain understanding of
land surface–atmosphere–cloud interactions, focusing on the
model sensitivity of surface meteorology and boundary layer
clouds in terms of various LSMs and PBL schemes, as well as
model resolution, over the complex terrain of NYS.

2. Data and method

a. Model configuration and regions of interest

This sensitivity study usesWRF-ARW version 4.1 (Skamarock
et al. 2019) driven by the High-Resolution Rapid Refresh,
version 3 (HRRRv3; Benjamin et al. 2016). The model is config-
ured with two domains: the outer domain with relative coarse grid
spacing of 3 km (440 3 380 grid cells) and the inner domain with

relatively fine grid spacing of 1 km (718 3 550 grid cells) with
60 vertical layers. As shown in Fig. 1, the outer domain covers a
large part of the Northeast United States (NEUS), which is se-
lected based on the correlation analysis of seasonal atmospheric
circulation and precipitation to capture the impact of large-scale
circulation on the local weather within NYS. The inner domain
covers the New York State. For all low-resolution simulations, a
single domain with 3-km horizontal resolution (440 3 380 grid
cells) is used. The parameterizations and schemes are chosen to be
consistent with HRRRv3 in the control run. Thompson aerosol-
aware parameterization (Thompson and Eidhammer 2014) is
used as microphysics scheme and the Rapid Radiative Transfer
Model for GCMs (RRTM-G) is used to estimate radiative forc-
ing (Iacono et al. 2008). To better represent direct and indirect
effects of aerosols, daily forecasted aerosols from the GEOS-FP
forecast (Rienecker et al. 2008; Molod et al. 2012), which is
operated by NASA’s Global Modeling and Assimilation Office
(GMAO), is used for RRTMG to account the direct aerosol
radiative forcing and for Thompson microphysics parameteri-
zation to account the indirect aerosol effects, respectively.

The climate and land use characteristics of New York State
provides us a great opportunity to investigate the land surface
atmosphere interaction over complex terrain. To better evalu-
ate the model performance on warm season convective clouds,
five representative regions are selected, shown in Fig. 1, includ-
ing the following:

• Adirondack}featuring mountains and deciduous forests,
• Central Lakes}flat with mainly farmland,
• Eastern Plateau}relatively flat with farmland,
• Hudson Valley}the intersection of Hudson and Mohawk
Valley with farmland and urban surface,

• Catskill}featuring mountains and deciduous forests.

FIG. 1. The vegetation type of the model 1-km domain. The blue box indicates the outer 3-km
domain. The red boxes indicate the five regions of interest in this research (labeled with lower-
case letters): a is Adirondack, b is Central Lakes, c is Eastern Plateau, d is Hudson Valley, and
e is Catskill.
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b. Experimental design

In this experiment, the WRF Model performs 24-h simula-
tions, started daily at 0000 UTC, in reforecast mode. Nine
sensitivity simulations are conducted to investigate three fac-
tors that potentially affect the simulation of boundary layer
clouds: 1) the model resolution, 2) the model physical param-
eterizations of land surface and boundary layer, and 3) the
model parameterization of SGS cloud processes. The specific
settings of the sensitivity experiments are summarized in
Table 1. It is worth noting that the experiment RUC_MYNN
is the same as 1km_60levels.

On the model resolution, we choose the horizontal grid
spacing of 3 km and the vertical resolution of 50 levels as the
control run to be consistent with the HRRRv3 model configu-
ration. To better represent the complex terrain over NYS, we
also increase the horizontal grid spacing to 1 km and corre-
spondingly increase the vertical resolution to 60 levels. For
the extra 10 vertical layers, 6 layers were added in the PBL
and the other 4 layers were in the rest of atmosphere. It is an-
ticipated that the simulations with higher resolution would
better simulate the boundary layer processes, such as capping
inversion, sharp wind shear, low-level jets, and boundary layer
clouds. As the SGS processes have implication of model reso-
lutions, we further conduct the sensitivity studies by turning
off the SGS cloud coupling to radiation scheme by setting the
namelist parameter icloud_bl = 0 in the Mellor–Yamada–
Nakanishi–Niino eddy diffusivity mass flux (MYNN-EDMF)
PBL scheme for both low-resolution (3 km 3 50 level) and
high-resolution (1 km3 60 level) simulations.

On model physics and SGS process, we conduct six sensitiv-
ity simulations with combinations of two land surface models
(LSMs) and three PBL schemes. The different combination
of LSM and PBL parameterizations would provide different
representation of surface–atmosphere exchange processes. In
addition to the Rapid Update Cycle (RUC) that is used in
HRRRv3 (Smirnova et al. 2016), we also test the widely used
NoahMP LSM (Niu et al. 2011; Yang et al. 2011). These two
models vary in soil hydrological processes, surface exchange
coefficients and the formulation of heat and moisture fluxes.
The RUC LSM includes nine soil levels, uses the Richards
equation to solve for heat transfer, and includes gravitational

impacts on soil moisture. A special feature of RUC LSM is a
thin layer spanning the ground surface that includes half of
the first atmospheric layer and half of the top soil layer to
solve the energy budgets and surface energy balance. RUC
LSM uses the surface exchange coefficients from the surface-
layer schemes. The latent heat flux is directly affected by
vegetation through incorporation of evapotranspiration and
intercepted water from canopy. NoahMP LSM is an extended
version of Noah, with an internal suite of physical parameter-
izations and a modified energy balance equation and solves
for its own exchange coefficient (Niu et al. 2011; Yang et al.
2011). NoahMP predicts soil moisture and temperature in
four layers with layer thickness of 10, 30, 60 and 100 cm, re-
spectively, from top to bottom. NoahMP calculates canopy
energy balance separated from surface energy balance, better
representing vegetation interaction with the atmosphere. The
runoff parameterization depends on soil types and accounts
for the role of heterogeneities in soil moisture and terrain,
potentially improving the soil hydrological processes over
complex terrain (Ma et al. 2017).

We select three PBL schemes using hybrid and nonlocal
assumptions to understand their impact on boundary layer
cloud development. Specifically, we test MYNN-EDMF
(Olson et al. 2019)}a turbulent kinetic energy (TKE)-based
PBL scheme, which is improved from the MYJ (Janjić 2001)
and MYNN PBL schemes (Mellor and Yamada 1982; Nakanishi
and Niino 2004, 2009). In this study, we turn on the mass-flux
component (set bl_mynn_edmf = 1) in MYNN-EDMF to enable
the representation of nonlocal mixing using an eddy-diffusivity
approach tied to TKE. One of the main features of MYNN-
EDMF scheme is to use cloud probability distribution functions
(PDFs) to represent SGS clouds and associated SGS turbulence.
In the cloud PDFs, the resolved-scale fields are used to de-
termine the SGS cloud mixing ratio, cloud fraction, and the
buoyancy flux. Those SGS macrophysical properties are
used to parameterize the SGS buoyancy flux and further
coupled into other WRF physics schemes (e.g., radiation
scheme). A nonlocal Shin–Hong (SH) scale-aware scheme
(Shin and Hong 2015) that based on the Yonsei University
PBL (YSU) scheme (Hong et al. 2006) is also tested. In this
scheme, the nonlocal transport by large eddies and local

TABLE 1. Summary of WRF v4.1 experiment set.

Horizontal
resolution

Vertical
resolution

Subgrid
cloud LSM PBL Surface layer

HRRRv3 3 km 50 levels On RUC MYNN-EDMF (hybrid) MYNN
3km_50levels 3 km 50 levels On RUC MYNN-EDMF (hybrid) MYNN
1km_60levels 1 km 60 levels On RUC MYNN-EDMF (hybrid) MYNN
3km_50levels_sgs0 3 km 50 levels Off RUC MYNN-EDMF (hybrid) MYNN
1km_60levels_sgs0 1 km 60 levels Off RUC MYNN-EDMF (hybrid) MYNN
RUC_MYNN 1 km 60 levels On RUC MYNN-EDMF (hybrid) MYNN
RUC_ACM2 1 km 60 levels None RUC ACM2 (hybrid) Pleim–Xiu scheme
RUC_SH 1 km 60 levels Off RUC SH scale aware (nonlocal) Revised MM5 scheme
NoahMP_MYNN 1 km 60 levels On NoahMP MYNN-EDMF (hybrid) MYNN
NoahMP_ACM2 1 km 60 levels None NoahMP ACM2 (hybrid) Pleim–Xiu scheme
NoahMP_SH 1 km 60 levels None NoahMP SH scale aware (nonlocal) Revised MM5 scheme
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transport by small-scale eddies are calculated separately.
The SGS turbulence is formulated by multiplying a grid-
size dependency function with the total nonlocal transport
profile fitted to the LES output. We also test the Asymmet-
ric Convective Model 2 (ACM2) (Pleim 2007a,b), which
uses a combination of local (a first-order eddy diffusion
scheme) and nonlocal transport that switches off smoothly
to local eddy diffusion in stable environments. For very
stable conditions, the slope of the stability functions in
ACM2 is reduced to permit significant fluxes to occur, which
could particularly improve nocturnal surface forecasting.

c. The postfrontal event

During warm season over NEUS, the land surface airmass
modification during postfrontal events is an important process
that impacts mixed layer thermodynamic profiles. The
buildup of heat and humidity during this period is essential for
the development of boundary layer cumulus clouds. Specifi-
cally, we select a postfrontal event from 24 to 27 July 2019
to investigate the sensitivity of surface thermodynamic con-
ditions to different model configurations. On 22 July 2019,
severe thunderstorms occurred over almost the whole New
York State. Rain continued through 23 July 2019 until the
passage of a cold front brought fresh cold and dry air to our
research domain. From 24 to 27 July 2019, there was a
sequence of undisturbed fair-weather days featuring bound-
ary layer cumulus clouds and some isolated showers in the
afternoon. During this postfrontal event, local surface atmo-
sphere exchange modified the air mass, and heat and mois-
ture continued to build up. Surface moisture fluxes from
forests and grassland moistened the atmosphere through
evapotranspiration and further facilitated the formation of
boundary layer cumulus clouds (Freedman et al. 2001;
Freedman and Fitzjarrald 2001).

d. Data

1) NEW YORK STATE MESONET

University at Albany and the NYS Division of Homeland
Security and Emergency Services established the NYS Mesonet
in 2014. NYS Mesonet is a dense meteorological network of
126 standard weather stations providing data of surface tem-
perature, humidity, wind speed and direction, solar radiation,
atmospheric pressure, snow depth, and soil temperature and
moisture at every 5 min. Additionally, NYS Mesonet has a
sophisticated profiling network of 17 enhanced sites and
17 flux sites for latent heat and sensible heat fluxes and other
measurements. These high-resolution datasets provide com-
prehensive measurements of the meteorology, land surface
conditions, and land surface–atmosphere interaction.

2) GOES SATELLITE CLOUD OPTICAL DEPTH

The Geostationary Operational Environmental Satellite
GOES-R Series is NOAA’s latest generation of geostationary
weather satellites. The Advanced Baseline Imager (ABI) is
the primary imaging instrument on GOES-16 with 16 spectral
bands at high spatiotemporal resolutions (Hillger and Schmit
2004; Clarke 2010). GOES-16-retrieved products of cloud

properties are used in this study, including cloud and moisture
imagery, and cloud optical depth.

3. Results

a. Impacts of model resolution

The complex terrain produces organized motion at multi-
scales, influencing cloud development and local meteorology,
particularly during postfrontal events. Model representations
of such terrain induced motions and other associated physical
processes are sensitive to resolution, both horizontal and
vertical. Figures 2 and 3 illustrate differences of WRF fore-
casting between the control resolution of 3 km 3 50 levels
and the enhanced resolution of 1 km 3 60 levels at two
NYSM sites, Claryville (CLAR) and Voorheesville (VOOR),
respectively. The NYSM Claryville site is located in a valley
in the Catskill Mountains, where the 1-km resolution terrain
shows the contrast between valley and ridges while 3-km reso-
lution terrain is relatively flat. The NYSM Voorheesville site
is located at the cross of Hudson Valley and Mohawk Valley,
and at the southern side of Helderberg Mountain (Helderberg
Escarpment). The sharp elevation increase in the south is well
represented in the 1-km resolution but is relatively smoothed
in the 3-km resolution. For both sites, the comparison of
WRF forecasts of different resolutions at both sites consis-
tently show that the 1-km high-resolution simulation predicts
more turbulence fluctuation in surface wind speed at 10 m,
which is closer to the NYSM observation. For CLAR site, the
mean bias of high-resolution run is 0.66 m s21 compared to
1.24 m s21 for the low-resolution run. Specifically, the noctur-
nal wind speed is noticeably improved (the mean nocturnal
bias of high-resolution run is 0.79 m s21 compared to 1.93 m s21

for low-resolution run), showing a stronger diurnal cycle and
the improvement by using 1-km resolution is noticeable at
night. In the meantime, for both observation and model simula-
tions, the VOOR site does not show clear diurnal variations as
CLAR. It is possible that due to better representing complex to-
pography, the nighttime 2-m temperatures are better captured
by high-resolution simulation at the CLAR site on 24 and
25 July 2019. During the daytime, the value of mean bias of
specific humidity and temperature at both sites is smaller in
the low-resolution simulations. Furthermore, both sites show
that the simulations of 3 km 3 50 level resolution have much
smoother surface meteorology, which are consistent with
HRRRv3 forecasting. For both sites, the observed shortwave
radiation shows rapid fluctuations caused by passage of locally
formed cumulus clouds. The 1-km resolution WRF forecasting
in solar radiation is consistent with NYSM observation, exhibit-
ing variability of cloud fields. It suggests that the temporal
variability of cumulus clouds is better simulated in the high-
resolution simulation than in the low-resolution simulation.

b. Impacts of model physics configuration

Land–atmosphere interactions consistent a multitude of
processes that link the land surface to the atmospheric bound-
ary layer, with feedbacks of coupled processes. Model utilizes
LSMs and PBL schemes and their interactions to represent
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the exchanges of energy and water vapor between land and
atmosphere. As discussed in section 2b, we conduct six sensi-
tivity simulations with combinations of two LSM models,
RUC and NoahMP, and three PBL schemes, MYNN-EDMF,
ACM2, and SH scale aware. As shown in Fig. 4, the averaged
surface meteorology over 126 NYSM sites is controlled pri-
marily by the land surface models. Both RUC and NoahMP
are initialized with the HRRRv3 grids, which have nine soil
layers as in RUC, while NoahMP have four soil layers. It is
anticipated that sensitivity runs with RUC model are consis-
tent with HRRRv3, as the soil state is more consistently with
initial condition in RUC compared to NoahMP. This may be
the fundamental reason why the RUC performs better than
NoahMP in this study. The result shows sensitivity runs with

NoahMP runs exhibit the dry and warm biases compared to
RUC runs in daytime. At nighttime, NoahMP runs simulate
drier and colder atmosphere, leading to overall improvement
of simulations. The daytime dry and warm biases generally
increase as the postfrontal event progresses, even though all
simulations are started at 0000 UTC every day. Although
NoahMP based simulations show a larger warm and dry bias
compared to that of RUC, they predict smaller solar radiation
bias at most NYSM sites.

The impacts of PBL schemes on simulated surface meteo-
rology are relatively smaller to that of LSMs. It is interesting
that the ACM2 scheme coupled with NoahMP produces con-
sistently lower values of temperature, specific humidity, and
wind speed at most NYSM sites, while the SH scale-aware

FIG. 2. The 5-min resolution time series of (a) 2-m specific humidity, (b) 2-m air temperature,
(c) 10-m wind speed, (d) surface downward solar radiation, and (e) solar radiation standard devi-
ation from 1-h running mean of different model resolution simulation and observation at the
NYSM Claryville (CLAR) site.
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scheme coupled with RUC produces lower values of surface
meteorology at most sites. The MYNN-EDMF scheme, cou-
pled with either RUC or NoahMP, predicts the middle values
of surface meteorology among all three PBL schemes.

To gain a better understanding of the impact of land
surface models on surface meteorology, the surface energy
partitions are investigated at two NYSM sites, where surface
flux measurements are available, one over forest (NYSM
Redfield site) and another over farmland (NYSM Ontario
site). Figure 5 shows that the RUC-MYNN combination tends
to predict higher evaporative fraction than that of NoahMP-
MYNN over both farmland and forest sites. The difference in
evaporative fraction between these two LSMs is due to differ-
ent parameterizations of vegetation impacts on evapotranspi-
ration process. RUC uses plant coefficients determined by
vegetation type to represent resistance, while NoahMP pa-
rameterizes canopy resistance in terms of four environmental

stress function (Jarvis 1976; Ball et al. 1987). Additionally,
RUC calculates soil temperature and moisture at nine soil
layers with a depth of 3 m, while NoahMP considers four soil
layers from 0 to 2 m. These differences in soil hydrological
process representation and evapotranspiration parameteriza-
tion would directly affect the partition of surface energy and
predict different surface heat fluxes. Consequently, the higher
latent heat fluxes in RUC-MYNN simulation may transfer
more moisture into the atmosphere, resulting in relatively
greater specific humidity at 2 m (not shown here) than that in
NoahMP-MYNN simulation. In the meantime, the lower sensi-
ble heat fluxes in RUC-MYNN simulation may result in a cooler
air temperature at 2 m than that in NoahMP-MYNN simulation.

As illustrated in Fig. 5 and discussed above, the forecasted
surface meteorology is sensitive to the Bowen ratio (BR) or
evaporative fraction (EF) predicted by land surface models.
Figure 6 shows the comparison of Bowen ratio predicted by

FIG. 3. As in Fig. 2, but for the NYSM Voorheesville (VOOR) site.
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both RUC-MYNN and NoahMP-MYNN combinations over
the simulation domain, containing entire NYS. The RUC-
MYNN simulation predicts much lower Bowen ratio than
that of the NoahMP-MYNN simulation. The spatial pattern
of the Bowen ratio is consistent with land-use types with large
contrast between farmland and forest, i.e., Bowen ratios over
forest dominated regions (noticeable in Adirondack and Catskill
regions) are significantly lower than the farmland dominated
regions. The contrast surface energy partition of latent heat
and sensible heat represented by predicted Bowen ratio in the
RUC and NoahMP LSMs largely explains the difference of
forecasted surface meteorology by these two models.

Boundary layer cumulus cloud formation is impacted by
thermodynamic processes in the boundary layer, as a result of
land–atmosphere interaction. The sensitivity study with differ-
ent combinations of two LSMs and three PBL schemes enable
us to better understand those impacts on cumulus clouds.
Figure 7 displays cloud optical depth snapshots at 1800 UTC
24 July 2019 of six combinations of LSM-PBL. The simula-
tions using NoahMP scheme produce more clouds than the
RUC based simulations, and consequently less solar radiation

bias as compared with NYSM observation (Fig. 4d) (the NYSM
observation mean solar radiation bias of RUC based simu-
lation is 78.84 W m22 and NoahMP based simulation biases
is 73.99 W m22). As discussed above, the Bowen ratio is higher
in NoahMP based simulations. The higher Bowen ratio indi-
cates stronger sensible heat that may enhance the strength of
vertical mixing, deepen boundary layer (see Fig. 8) and may fur-
ther promote the development of boundary layer clouds, but
also indicates lower latent heat that may reduce the moisture
supply from the surface to the atmosphere therefore suppress
the development of boundary layer clouds.

The PBL schemes affect cloud formation, evident in the
simulated cloud optical depth, shown in Fig. 7. Coupled with
either RUC or NoahMP LSMs, the MYNN-EDMF scheme
with the SGS clouds (more discussion below) produce the most
cloud coverage, closer to the GOES observation (Fig. 10a). The
ACM2 scheme predicts more clouds than that of the SH scale-
aware schemes. At the grid spacing of 1 km, clouds and bound-
ary layer turbulence can be partially resolved in the model.
Therefore, the boundary layer clouds should be affected by the
strength and distribution of resolved updrafts in the middle of

FIG. 4. The 5-min resolution time series of 126 sites averaged (a) 2-m specific humidity, (b) 2-m
air temperature, (c) 10-m wind speed, and (d) surface downward solar radiation of different
model physics simulations and observation.
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PBL. Figure 9 shows that the SH scale-aware PBL scheme re-
solves more updrafts and produced strongest convective strength
in the PBL, and ACM2 PBL scheme rarely resolve convec-
tion even at 1-km resolution. The strength of convection
and resolved updraft produced by MYNN-EDMF is in the
middle. Therefore, although the SH scale-aware scheme
predicts the smallest cloud coverage in the domain, for individ-
ual cumulus clouds in a narrow region, the SH scale-aware

scheme predicts the largest cloud optical depth, while the
ACM2 scheme products the smallest cloud optical depth
with the weakest convection.

c. Impacts of subgrid cloud

Among the three tested PBL schemes, the MYNN-EDMF
scheme predicts the lowest bias in surface downward solar radi-
ation (Fig. 4d). As discussed in section 2b, the MYNN-EDMF

FIG. 5. The 5-min resolution time series of (a) latent heat, (b) sensible heat, (c) evaporative fraction, (d) surface downward solar radia-
tion, and (e) solar radiation standard deviation from the 1-h running mean of different land surface model simulations and observation at
(left) the NYSM Redfield (REDF) forest site and (right) the NYSMOntario (ONTA) farmland site.

FIG. 6. Model-simulated Bowen ratio for two different land surface models: (a) RUC and (b) NoahMP over the
domain of New York State at 1800 UTC (1300 LT).

WEATHER AND FORECAS T ING VOLUME 372202

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/26/24 03:51 PM UTC



scheme blends a non-convective subgrid component with a
mass-flux component (Chaboureau and Bechtold 2002,
2005). It determines the SGS cloud mixing ratio, cloud frac-
tion, and the buoyancy flux using the higher-order moments
or vertical gradients of the resolved-scale fields, i.e., producing

clouds when relative humidity and the variance of the satu-
ration deficit are sufficiently large. In the current MYNN-
EDMF scheme, the SGS clouds are only coupled into the
WRF radiation schemes, when the namelist parameter icloud_bl
is set to 1.

FIG. 7. Snapshot of simulated cloud optical depth at 1800 UTC 24 Jul 2019 for different model physics. (top) The RUC land surface
model with (a) MYNN-EDMF PBL scheme, (b) ACM2 hybrid PBL scheme, and (c) SH scale-aware nonlocal scheme. (bottom) The
NoahMP land surface model with (d) MYNN-EDMF PBL scheme, (e) ACM2 hybrid PBL scheme, and (f) SH scale-aware scheme.

FIG. 8. Model-simulated horizontal distribution of boundary layer height for different model physics over the domain of New York
State at 1800 UTC (1300 LT). (top) The RUC land surface model with (a) MYNN-EDMF PBL scheme, (b) ACM2 hybrid PBL scheme,
and (c) SH scale-aware nonlocal scheme. (bottom) The NoahMP land surface model with (d) MYNN-EDMF PBL scheme, (e) ACM2 hy-
brid PBL scheme, and (f) SH scale-aware scheme.

M I N E T A L . 2203DECEMBER 2022

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/26/24 03:51 PM UTC



Figure 10 shows the comparison of GOES-16 observed
clouds with outputs of two sets of WRF sensitivity simula-
tions: 1) on or off of the SGS clouds and its coupling of SGS
clouds into the WRF radiation scheme; and 2) model resolution

of 1 km 3 60 level versus 3 km 3 50 level. The total cloud
optical depth in Figs. 10b and 10d adds SGS cloud optical
depth calculated from MYNN-EDMF scheme as SGS clouds
are turned on, whereas in Figs. 10c and 10e the SGS clouds are

FIG. 9. Model-simulated horizontal distribution of vertical velocity at 850 hPa for different model physics over the domain of New York
State at 1800 UTC (1300 LT). (top) The RUC land surface model with (a) MYNN-EDMF PBL scheme, (b) ACM2 hybrid PBL scheme,
and (c) SH scale-aware nonlocal scheme. (bottom) The NoahMP land surface model with (d) MYNN-EDMF PBL scheme, (e) ACM2 hy-
brid PBL scheme, and (f) SH scale-aware scheme.

FIG. 10. Snapshot of observed and simulated cloud optical depth at 1800 UTC 24 Jul 2019. (a) GOES observed cloud optical
depth, (b) cloud optical depth with SGS turn on for high-resolution (1km_60levels) simulation, (c) cloud optical depth with SGS turn off for
high-resolution (1km_60levels_sgs0), (d) cloud optical depth with SGS turn on for low-resolution (3km_50levels) simulation, and (e) cloud
optical depth with SGS turn off for low-resolution (3km_50levels_sgs0) simulation.
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turn off. The MYNN-EDMF with SGS on predicts the cloud
fields that are consistent with GOES satellite observation
(Fig. 10a). The optical depth is greatly reduced with the SGS
clouds uncoupled to the radiation for both model resolution
simulations (icloud_bl = 0). As discussed in the section on the
model resolution, the high-resolution simulation generally pro-
duces more clouds than the low-resolution simulation does.
Even when the SGS clouds are turned off, the high-resolution
simulation predicts scattered cumulus clouds, much better
than the low-resolution simulation.

To better understand the impacts of the coupling of the
MYNN-EDMF SGS cloud with radiation, the time series of
domain averaged cloud optical depth are compared in Fig. 11,
for the four regions discussed in section 2c. The time series
suggest that the SGS cloud scheme is more important for the
low-resolution simulation (3 km 3 50 level), where the cumulus
clouds are hardly resolved. Over the Adirondack region, where
the boundary layer clouds occur most frequently, for the low-
resolution simulations, the convective component of boundary
layer clouds only initiates after 1900 UTC (the red dash line),
while the non-convection component initiate around 1500 UTC,
which is consistent with the observation. For the high-resolution
simulations, some cumulus clouds are already resolved even with
the SGS turn-off, and theMYNN-EDMFwith SGS on further im-
proves the prediction of clouds and consequently solar radiation.

4. Conclusions

Prediction of regional weather and climate for a region such
as the New York State with its complex terrain and land use
constitutes a major challenge. One of the major limitations to
our ability to address the challenge is a lack of high-resolution
observations that enable accurate understanding and parame-
terizing detailed scale-dependent processes, linking land sur-
face properties to boundary layer and atmospheric properties.
NYSM provides high-resolution measurements of 126 stan-
dard weather stations, plus 17 flux sites for latent heat and sen-
sible heat fluxes and other measurements. In this study, we
utilize NYSM high-resolution observations to conduct a set of
sensitivity studies, accessing impacts of various WRF LSM
models and PBL schemes on forecasting accuracy. As both
complex topography and land cover can modify moist inflow
to clouds, specifically, we focus on three factors that may affect
the simulation accuracy of boundary layer clouds: 1) the model
resolution (1 km3 60 level versus 3 km3 50 level), 2) the model
physical parameterizations (two LSMs}RUC and NoahMP and
three BPL schemes}MYNN-EDMF, ACM2, and SH scale

aware), and 3) the model parameterization of SGS processes
(MYNN-EDMF SGS). In the meantime, we use the state-of-
art HRRRv3 forecasting as reference for the sensitivity
evaluation.

Given the complex terrain of NYS, the high-resolution
simulations (1 km 3 60 level) predict better surface meteo-
rology and cloud fields than the low-resolution simulations
(3 km 3 50 level). The evaluation of sensitivity simulations
against NYSM observations suggests that surface meteorology
is controlled primarily by the land surface models, and second-
arily by the PBL schemes. Among six combinations of two
LSMs and three PBL schemes, the RUC-MYNN combination
tends to predict higher evaporative fraction or lower Bowen
ratio than that of NoahMP-MYNN over NYS. The difference
in predicted Bowen ratio by the RUC and NoahMP LSMs
may result in the difference of forecasted surface meteorology,
where RUC based simulations have lower biases than those of
NoahMP based simulation.

The different PBL schemes have different impacts on cloud
formation, as evident by simulated cloud optical depths. The
MYNN-EDMF scheme with the SGS produces the highest
cloud cover, closer to the GOES observation, and thus predicts
the lowest bias in surface solar radiation. The temporal
evolution of simulated cloud fields suggests that the SGS
scheme is more important for the low-resolution simulations
(3 km 3 50 level) than for the high-resolution simulations.
Although some cumulus clouds are already resolved in the
high-resolution simulations even with the SGS turn-off, the
MYNN-EDMF with SGS further improve the prediction of
cloud fields for the high-resolution simulations.

The sensitivity study provides further understanding of land
surface–atmosphere processes on weather forecasting and is
useful for renewable energy forecasting and management.
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FIG. 11. Time series of domain-averaged cloud optical depth over four selected regions from 1200 to 2400 UTC (0700–1900 LT)
24 Jul 2019.
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